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Abstract

Large language models (LLMs) have significantly influenced ad-
vancements in sequential recommendation. Nevertheless, the in-
tegration and alignment of LLMs with sequence recommenders is
often underexploited in current research. Existing LLM-based se-
quential recommenders mostly rely on textual descriptions, neglect-
ing user visual preferences and suffering from LLM hallucination,
which can result in suboptimal recommendations. To address these
challenges, we propose AlmostRec, a novel framework that incor-
porates multimodal information, including historical interaction
IDs, textual descriptions, and images of items into large foundation
models, to facilitate controllable predictions. Instead of employ-
ing a textual LLM, AlmostRec utilizes a large multimodal model
(LMM) as a backbone, complemented by a content-behavior guid-
ance module to align multimodal information. The framework’s
ID prediction objective, enhanced via the parameter-efficient LoRA
approach, ensures a principal alignment with the sequential recom-
mendation and is not swayed by hallucinations. AlmostRec effec-
tively bridges the gap between large vision-language models with
sequential recommenders, offering contextually relevant predic-
tions in multimodal scenarios. Experimental results on real-world
datasets demonstrate the superior performance of AlmostRec com-
pared to both traditional and recent LLM-based recommendation
approaches.

CCS Concepts

• Information systems→ Multimedia and multimodal retrieval.
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1 Introduction

In the realm of online services, recommender systems play a crucial
role by analyzing a series of user actions, such as product brows-
ing, link clicking, and video watching. The sequence of actions
has sparked a growing interest in sequential recommendation ap-
proaches, aiming to anticipate future user activities based on their
historical interactions with items. Traditional approaches have
utilized Markov Chains to analyze temporal sequences of interac-
tions [42, 46]. The evolution of deep learning has led to significant
advancements in this field. Recent research efforts have success-
fully integrated diverse neural network architectures as sequence
encoders [13–15, 21, 24, 43, 44], enhancing the ability to detect and
interpret the complex patterns inherent in user behavior dynamics.

The emergence of large language models (LLMs) has prompted
recent studies [2, 27, 51] to explore their utilization for sequential
recommendation systems. However, these efforts suffer from several
problems: (i) existing works predominantly rely on predefined text
prompts to recommend new items, ignoring the multimodal prefer-
ences of users, which can result in sub-optimal recommendation
performance; (ii) the output of existing LLM-based recommenders
are typically plain textual description, which may not intrinsically
align with recommendation objectives and are vulnerable to hal-
lucinations and biases in prior data distributions [38]. We show
these pitfalls in directly employing large foundation models for
recommendation tasks with examples in Figure 1.

https://creativecommons.org/licenses/by/4.0
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The user has watched the following movies: Interstellar, Inception, Blade Runner…
Recommend a new movie for the user.

Base on the limited 
information, it’s 
difficult to make 
recommendations...

(a) Refuse to answer (b) Confused or uniform answer

Interstellar. The Dark Side of the 
Moon.

(c) Out of range

Interstellar.

Interstellar.

The user has interacted with the 
following items: 26, 80, 81, 82…
Metadata: {…}
Predict a next item for the user.

102. ❌

(d) Hard to interpret |  (e) Lack of guidance

Figure 1: The pitfalls in employing large foundation models for recommendation tasks. Firstly, the challenges are rooted in

the gap between the task formulation and the internal objective of large models and recommender systems (e.g., cases (a), (b),

and (c)). Secondly, the defect of interpretation of the predominant ID-based paradigm and the lack of substantial content and

behavior guidance leads to the dilemma of large models (e.g., cases (c) and (d)).

Specifically, the pre-training of large language models seldom
imparts a genuine comprehension of the specific objectives asso-
ciated with sequential recommendation tasks, which essentially
require the modeling of user behaviors and application scenarios.
Furthermore, conventional recommendations including collabora-
tive filtering and sequential recommendation predominantly utilize
the ID-based paradigm, a concept that large models find challeng-
ing to directly interpret and leverage the internal collaborative
information [27, 39]. The literature inadequately explores the diffi-
culties arising from LLMs’ incapacity to effectively model ID-based
representations in conventional sequential recommendation tasks.
This gap highlights significant challenges that need to be over-
come to harness the full potential of large models in the domain of
recommender systems.

To tackle the problems, in this work, we propose AlmostRec,
a novel LMM-based framework that can make controllable predic-
tions based on multimodal information from the user’s historical
behaviors. As demonstrated in Figure 2,AlmostRec jointly exploits
the ID information, textual description, and image of the historical
items for the multimodal recommendation, considering the user’s
preferences in different modalities. To adequately and universally
tackle the multimodal information, instead of using a textual LLM,
we resort to the large multimodal model (LMM) as the backbone.
Based on the LMM architecture, we propose the content-behavior
guidance module to align the ID, text description, and image of
the item in the same representation space. Furthermore, to align
the multimodal information with the user’s preference, we adopt
the ID prediction training objective to optimize the LMM model,
which is updated in the parameter-efficient manner of LoRA. The
ID prediction objective is more suitable for the recommendation
scenario and guarantees the output is within the candidate item
list. AlmostRec bridges the gap between large multimodal models
and sequential recommenders. With the help of the pre-trained
knowledge of large multimodal models, it enables the generation
of controllable, contextually relevant predictions under multimodal
scenarios. Extensive experiments on different datasets show that
our proposedAlmostRec significantly outperforms both traditional
recommendation works and recent LLM-based works.

To summarize, this work makes the following contributions.
• To the best of our knowledge, this is the first work to inves-
tigate the problem of incorporating collaborative guidance
and aligning LMM for sequential recommendation.
• We propose the simple but effective AlmostRec framework,
which involves the content-behavior guidance module and
the ID prediction objective to align the multimodal informa-
tion with the user preference, ensuring reliable recommen-
dations of the large multimodal model.
• We conduct extensive experiments on several real-world
multimodal datasets to demonstrate not only the superiority
of the proposed AlmostRec but also the effectiveness of our
proposed components.

We review the related work in Sec. 2 and the preliminaries in
Sec. 3, describe the proposed framework in Sec. 4 and then present
the experimental results and further discussions in Sec. 5 and Sec. 6.

2 Related Work

2.1 Sequential Recommendation

Sequential recommendation systems suggest items to users by an-
alyzing their previous interactions. The approaches differ from
traditional recommendation methods by utilizing the historical be-
havior of users to better predict their current preferences. Initially,
Markov chains were employed to model the transitions between
items. With the advent of deep learning, more complex approaches
have been developed, i.e., encoding historical sequences into hidden
vectors using deep neural networks such as GRU [15], CNN [44],
and their variants, which have proven highly effective in sequential
recommendation tasks. Recent research has further enhanced these
models by incorporating self-attention mechanisms, which assess
the interplay among past interactions and significantly improve
performance [21, 43, 58]. Additionally, graph neural networks have
shown promise in capturing high-order relationships within se-
quences through information propagation and aggregation, extend-
ing their application to sequential recommendation [7, 9, 24, 57].
Recent emerging studies in sequential recommendation explore
novel training and augmentation strategies [36, 50]. Wang et al. [48]
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propose curriculum co-disentanglement model with a curriculum
weighting strategy to learn the disentangled user representation
across consuming and social environments. Jiang et al. [20] propose
a graph diffusion recommendation framework DiffKG to address the
problem of noisy and misleading information through knowledge-
aware data augmentation and graph convolution mechanism.

2.2 Large Multimodal Models

With the swift advancement of large language models (LLMs), an
increasing number of researchers have started to integrate LLMs
into multimodal tasks, leading to the creation of large multimodal
models (LMMs) [1, 23, 31, 59], among which the visual-language
model has emerged as the most prominent. This trend underscores a
burgeoning interest in harnessing the synergy between textual and
visual modality, suggesting a novel approach to enriching down-
stream multimodal tasks [16, 19, 29, 30, 34]. LLaVa [31] proposes
to connect a vision encoder and LLM through visual instruction
tuning to build general-purpose large multimodel models, which
exhibit advanced multimodel perception and inference abilities. In-
ternVL [3] scales up the vision foundation model and progressively
aligns it with the LLM backbone, achieving advanced performance
on generic visual-linguistic benchmarks including visual perception,
vision-language, and multi-modal dialogue tasks. CogAgent [16]
further possesses agent capabilities including processing GUI im-
ages on top of the strength of the base visual expert models.

2.3 Foundation Models for Recommendation

Since the great success of LLMs, progress has been made to facili-
tate recommender systems with the strength of large foundation
models [6, 28]. Early attempts formalize the recommendation task
into language processing tasks that large models excel at, and verify
the feasibility of the large foundation model in the recommenda-
tion field, especially for the interactive recommendation, review
summary, recommendation interpretation, and other semantically
oriented tasks [8, 10, 35, 47, 56].

Under the discrepancy between conventional ID-based recom-
mendation and LLM-powerd prompting-based recommendation,
research efforts have been devoted to investigating the extensible
ways for recommendation foundation models [18, 25, 27, 33, 39, 52,
54, 55]. Yang et al. [51] examines the capacity of LLMs to decipher
the representation space of sequential recommenders and designed
prompting approaches to guide LLMs to understand hidden repre-
sentations from sequential recommenders. Qiu et al. [39] propose
to achieve the alignment and integration between language model
and personalized recommendation through a contrastive prompt
learning framework. VIP5 [11] managed to unify various modali-
ties and recommendation tasks in a shared architecture through
fine-tuning extra adapters on the top of the pre-trained P5 [10]
model.

Primarily, most of the existing work tries to achieve a specific
phase of a recommender system, e.g., item ranking or preference
prediction, by calling the LLMs with a specifically designed prompt
and generating a response as the recommended result. Nevertheless,
the instructions for the objective of a recommender are implicit
in the process, and large models do not necessarily obtain the
intrinsic ability to make recommendations and generalize to new

instances. By incorporating multimodal information and aligning
the objective of LMMs and sequential recommendation,AlmostRec
holds the potential to enhance the semantic relevance and accuracy
of recommendations, offering a more nuanced and comprehensive
understanding of user preferences.

3 Preliminary

3.1 Sequential Recommendation

LetU and I denote the user and item set, respectively. For each
user 𝑢 ∈ U, a sequentially ordered interaction sequence 𝑆𝑁 =

[𝑖1, 𝑖2, ..., 𝑖𝑁 ] is provided, where each element 𝑖 𝑗 ∈ I is an item
that was interacted, and 𝑁 is the length of the sequence. The goal of
sequential recommendation is to predict a list of items that the user
may be interested in, based on its historical sequence 𝑆𝑁 leading
up to the target time step 𝑁 .

3.2 Parameter-Efficient Fine-Tuning

Parameter-Efficient Fine-Tuning (PEFT) [26, 32] represents a piv-
otal advancement in the optimization of large foundation models.
This technique modifies a relatively small subset of a pre-trained
model’s parameters, enabling significant improvements in perfor-
mance without the extensive computational cost typically associ-
ated with training large models from scratch. This also overcomes
the issues of catastrophic forgetting [12], a behavior observed dur-
ing the full finetuning of LLMs. LoRA [17] introduces a novel PEFT
technique to strategically adapt pre-trained models by applying
low-rank updates to the weight matrices within the transformer
layers. Specifically, the adaptation is achieved by decomposing the
update to the original weight matrix𝑊 ′ into a product of two low-
rank matrices𝐴 and 𝐵 where𝑊 ′ = 𝐴𝐵, and introduces minimal set
of parameters Θ. LoRA allows for significant modifications to the
model’s behavior with minimal adjustments to the parameters, ef-
fectively balancing performance improvements with computational
efficiency.

4 AlmostRec: The Proposed Framework

In this section, we start by introducing the design of each com-
ponent of our framework individually and then combine them to
formulate our overall architecture.

4.1 Large Multimodal Models as Backbones

To reasonably tackle the challenges of employing foundation mod-
els for recommendation and extend the capability of large founda-
tion models to the multimodal domain, we choose to leverage Large
Multimodal Models (LMMs) to adequately perceive the multimodal
content information as well as perform the instruction-following
to facilitate the sequential recommendation potentially.

As in Figure 2 (b), LMMs typically consist of a visual encoder for
feature extraction and a language model for text decoding, linked
via a trainable connection module. The training of LMMs involves
large-scale image-text pairs, with auto-regressive loss applied to
the output text tokens.

Specifically, we employ the LLaVa-1.5-7B [29] model as the large
multimodal model backbone, which demonstrates a simple yet po-
tent architecture by integrating a CLIP [40] vision encoder with the
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Language Model

Vision
Encoder

Text
Embedding

Output

(b) Pre-trained large multimodal model

Language Model

Vision
Encoder

Text
Embedding

Output

Transformation Layer

LoRA

The user has 
interacted with 
the following 
items: …

...

(c) Aligning LMM with sequence recommendation(a) Pre-trained sequential recommender

Embedding Layer

Sequence Encoder

Prediction

Recommender 
Embeddings

Behavior
Adapter

Vision
Adapter

item1 item2 itemn

itemn+1

Vision
Adapter

Figure 2: The overall illustration of the proposed AlmostRec framework. (a) demonstrates a representative structure of a

sequential recommender model, which is pre-trained for integrating into the AlmostRec backbone. (b) depicts the common

practice for building a large multimodal model, where the visual encoder and language model can be connected by a trainable

connection adapter. (c) is the framework of AlmostRec. The pre-trained embedding from the sequential recommender is

integrated with the LMM backbone, whilst the LMM is adapted for recommendation prediction objectives via an elaborated

content behavior guidance module and LoRA tuning.

Vicuna [4] language model through an MLP adapter. The efficacy
of LLaVa-1.5 is significantly enhanced through visual instruction
tuning, which involves training on diverse types of instruction-
following data, including detailed descriptions, complex reasoning
tasks, and visual question answering (visual-QA). This visual in-
struction tuning plays a pivotal role in advancing the capabilities
of LMMs beyond their initial pre-training [29, 31]. Consequently,
LLaVa-1.5 is adept at processing multimodal content and execut-
ing instruction-following tasks, thereby paving the way for the
sequential recommendation process.

4.2 Content-Behavior Guidance

While the foundation model possesses the ability to perceive and
reason in multimodal scenarios, it is still difficult to serve as prac-
ticable recommenders without bridging the internal gap between
natural language generation and user preference prediction tasks,
which lies in depth in the representation and optimization of recom-
mender systems. To this end, we propose content-behavior guidance
to effectively guide the LMM to interpret user behavior patterns in
multiple modalities and seamlessly integrate the ID-based item em-
beddings from sequential recommenders with the LMM backbone.

4.2.1 Content-Behavior Adapter. The dense item embeddings from
the pre-trained sequential recommender are encapsulated with
rich semantics and collaborative signals, which is vital for per-
forming sequential recommendations. Specifically, to make use of
the item embeddings, AlmostRec first employs the embedding
layer in the pre-trained sequential recommender, and performs a
look-up operation to retrieve the vector representation associated

with a particular item input from the pre-trained embedding ma-
trix M ∈ R | I |×𝑑𝑖 , where |I | denotes the size of item set, 𝑑𝑖 the
dimension of the item embeddings. Consequently, the ID-based
item embeddings are delivered to the LMM backbone through a
connection module, i.e., the content-behavior adapter. To make it
simple and effective, the content-behavior adapter is essentially a
learnable weight matrixW𝐵 ∈ R𝑑𝑖×𝑑𝑚 , where 𝑑𝑚 is the dimension
of the large multimodal model embeddings. The elaboration of the
content-behavior adapter bridges the intrinsic embeddings from the
sequential recommender to the LMM, which immits the requisite
latent information for the recommendation.

4.2.2 LoRA Tuning. On the basis of content-behavior information,
AlmostRec introduces a LoRA [17] adapter to appropriately guide
the LMM to generate high-quality and robust recommendations.
The LoRA adapter with a small set of parameters Θ modifies the
behavior of the LMM backbone to align the output with proper
recommendation predictions and is updated in the forward process
during training.

The content-behavior adapter and LoRA adapter jointly encour-
age the LMM to effectively absorb the rich semantics and collabora-
tive signals contained in the ID embeddings and visual input, thus
achieving content-behavior guidance while ensuring the simple
and minimal trainable parameters plugged in.

4.3 Overall Architecture

Combining the components introduced above, the overall architec-
ture of our proposedAlmostRec is composed of an LMM backbone,
a content-behavior guidance module, and a transformation layer.
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To begin with,AlmostRec receives the input of different modalities
including visual images, text prompts, and item sequence IDs si-
multaneously, denoted as a triplet (V𝑁 ,T ,S𝑁 ). As designed in the
content-behavior adapter, the item sequence S𝑁 is converted into
pre-trained embeddings, and the rest of the modalities in the input
are projected to visual and text embeddings as LMMs typically do.
The final inputs are the concatenation of the visual embeddings,
word embeddings, and item embeddings:

Input = Concatenate(V𝑑𝑚 ,T𝑑𝑚 , S𝑑𝑚 ) (1)

In the following of the forward process of the LMMbackbone, the
transformation layer is designed to map the generated embeddings
of the language model to recommendation predictions through
a learnable linear projection W𝑇 ∈ R𝑑𝑚×|I | , where |I | denotes
the size of candidate item set. Given the user interaction sequence
𝑆𝑁 = [𝑖1, 𝑖2, ..., 𝑖𝑁 ], the probability distribution of next item
prediction is obtained by

𝑞(𝑖𝑁+1 |𝑖1, · · · , 𝑖𝑁 ) = Softmax(F𝑑𝑚W𝑇 ), (2)

where F𝑑𝑚 is the generated output from the backbone model in a
forward process.

Additionally, the transformation layer features a mapping table
utilized upon the generated prediction which is to convert the pre-
dicted item ID to its corresponding multimodal content for intuitive
and interactive recommendation output.

4.4 Optimization of AlmostRec

Benefiting from its transformation layer design, AlmostRec can
predict across all candidates in each forward pass, which is adequate
for conventional sequential recommendation systems. To optimize
the model, we resort to the essence of sequential recommendation
and utilize the standard cross-entropy loss as its learning objective,

L = −
| I |∑︁
𝑖=1

𝑝𝑖 log𝑞𝑖 , (3)

where 𝑞𝑖 denotes the output predictions and 𝑝𝑖 denotes the ground-
truth subsequent items. The details of AlmostRec are shown in
Algorithm 1.

Algorithm 1 AlmostRec pipeline for multi-modal sequential rec-
ommendation
Input: Input of different modalities (V𝑁 ,T ,S𝑁 ), pre-trained item

embedding matrix M ∈ R | I |×𝑑𝑖 , adapted LMM F ; target 𝑖𝑁+1
Output: Predicted next item 𝑖

1: repeat

2: V𝑑𝑚 ←W𝑉 (Encoderv (V𝑁 ))
3: T𝑑𝑚 ← Embt (T )
4: S𝑑𝑚 ←W𝐵 (M(S𝑁 ))
5: x← Concatenate(V𝑑𝑚 ,T𝑑𝑚 , S𝑑𝑚 )
6: F𝑑𝑚 ← F (x;ΘLoRA) ⊲ forward pass of LMM with LoRA
7: 𝑞(𝑖𝑁+1 |𝑖1, · · · , 𝑖𝑁 ) ← Softmax(F𝑑𝑚W𝑇 )
8: L ← −∑ | I |

𝑖=1 𝑝 (𝑖𝑁+1) log𝑞(𝑖𝑁+1)
9: Update ΘLoRA,W𝐵,W𝑇

10: until converged

4.5 Discussions

Alignment of Modalities. Despite the rich content and user prefer-
ence information contained within different modalities, it is crucial
to seamlessly align multiple modalities and effectively utilize them
for sequential recommendation predictions. We obtain user col-
laborative signals and robust multimodal representations with the
pre-trained sequential recommender and the LMM. These elements
are then seamlessly integrated through the Content-Behavior Guid-
ance Module. Building on this foundation, AlmostRec employs
an inherent training objective and the parameter-efficient LoRA
to effectively leverage the aligned multimodal representations to
achieve sequential recommendations.

Capture of User Intentions. While sequential recommendation
approaches often suffer from the insufficient interpretation of latent
intentions of user behavior sequence, AlmostRec is able to natu-
rally capture the user intentions and relations of interacted items,
benefiting from the transformer encoders within the LMM back-
bone. ThusAlmostRec is promising to perform effective sequential
recommendations with a simple and flexible architecture.

5 Experiments

In this section, we will evaluate the proposedAlmostRec on several
real-world datasets and compare it with several baselines, includ-
ing traditional sequential recommendation models and LLM-based
models. To demonstrate the superiority of our framework, we will
showcase it to answer the following research questions:
• RQ1: How does AlmostRec perform compared with other
multimodal sequential recommendation approaches and large
model-based approaches?
• RQ2: How does the content-behavior guidance module and
the pre-trained sequential embeddings affect the perfor-
mance of AlmostRec?
• RQ3: How does AlmostRec perform qualitatively on real-
world scenarios?

5.1 Experimental Setup

5.1.1 Datasets. To properly validate the effectiveness of user pref-
erence modeling in multimodal scenarios, we conduct extensive
experiments with the proposed approach on several multimodal
recommendation datasets, including:
• Netflix: The Netflix Prize Data on Kaggle1 is a comprehensive
collection of data that provides insights into user interactions
and viewing habits on the platform. This dataset typically
includes variables such as user IDs, movie IDs, ratings, and
timestamps. Herewe adopt themulti-modal version collected
by [49], where they crawl and integrate the multimodal in-
formation, including movie poster images, into the original
dataset structure.
• MicroLens-100K: TheMicroLens [37] is amultimodal content-
driven recommendation dataset consisting of a large number
of users, micro-videos, and user-item interaction behaviors.
It also features various modality information including video
titles, cover images, and raw videos. We selectively use the

1https://www.kaggle.com/datasets/netflix-inc/netflix-prize-data
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original ID-based user-item interactions and the visual im-
ages to conduct recommendation experiments.

Table 1: Statistics of datasets.

Dataset # Users # Items # Actions Sparsity

Netflix 13,187 17,366 68,933 99.97%
MicroLens-100K 100,000 19,738 719,405 99.96%

Typically, the reviews or ratings are treated as implicit feedback,
representing a user-item interaction, and organized chronologically
by their associated timestamps. Additionally, users with fewer than
five related actions are removed. Table 1 depicts the statistics of
datasets.

5.1.2 Evaluation Settings. The performance evaluation is conducted
by the widely used leave-one-out strategy [43, 58] where themost re-
cent interaction is kept as the test data, the penultimate interaction
is for validation, and all earlier interactions are for training. We em-
ploy top-k Hit Ratio (HR@k) and top-k Normalized Discounted Cu-
mulative Gain (NDCG@k) to evaluate the recommendation perfor-
mance, which are widely used as common practice [21, 36]. HR@k
measures the average number of positive items retrieved in the top-
N recommendation list generated for each user. NDCG@k further
considers the position of retrieved positive items in the top-N list.
MRRmeasures the ranking performance over the entire ranking list.
We report results on HR@{10, 20} and NDCG@{10, 20}, and employ
the all-ranking strategy to avoid potential biases from negative
sampling [22].

5.1.3 Comparison Baselines. We compare AlmostRec against a se-
ries of representative baselines, including conventional recommen-
dation models, typical sequential models, and recently proposed
LLM-based novel approaches.
• BPR [41] is a matrix factorization variant of the classic
Bayesian personalized ranking algorithm.
• NCF [13] is one of the most representative collaborative
filtering methods based on neural networks.
• GRU4Rec [15] firstly employs the GRU network with a
ranking-based loss for the sequential recommendation.
• NextItNet [53] is a CNN-based network capable of learning
high-level representation from both short- and long-range
item dependencies.
• SASRec [21] utilizes self-attention [45] to exploit the long-
term mutual influence between historical interactions.
• SASRecID+V and YouTubeID+V [5] are revisions of the cor-
responding sequential models that utilize pre-extracted video
features as side information [37].
• TALLRec [2] conducts instruction tunings to align LLM
with recommendation tasks.
• LLaRA [27] proposes to align LLMs with sequential rec-
ommenders by adapting LLMs to interpret text-ID-hybrid
representations.
• E4SRec [25] enables LLMs to handle efficient and extensi-
ble sequential recommendation through parameter-efficient
fine-tuning.

• VIP5 [11] unifies various modalities and recommendation
tasks in a shared architecture via fine-tuning extra adapters
on the top of a pretrained LLM.

For fair comparisons, we implement both ID and visual encoding
for the multi-modal sequential settings, following the implemen-
tations of [37]. We amend the output target of the TALLRec [2]
model to meet the sequential recommendation setting instead of
its original binary prediction of like/dislike.

5.2 Overall Performance

We first present the overall comparison between AlmostRec and
baseline models in Table 2, from which we can summarize the
observations as follows.

(1) AlmostRec shows consistent superior performance over all
the baseline models across two real-world datasets in terms
of all metrics.

(2) In particular, compared with the different paradigms of se-
quential recommendation approaches, including visual-fused
and LLM-based baselines, AlmostRec achieves overall im-
provements on each dataset.

Such improvements suggest that 1) AlmostRec is capable of
interpreting and modeling intricate patterns of historical user-item
interactions. 2) AlmostRec effectively perceives various latent
intentions of users across multiple modalities and scenarios. 3) The
content-behavior guidance module effectively aligns the sequential
behaviors with textual and visual information and encourages the
model to predict user preferences in multimodal contexts to yield
better recommendations.
Alignment Notably, it is argued that the world knowledge embed-
ded in LMMs leads to a positive impact on making recommendation
predictions, particularly in common domains such as books and
movies [27]. Nevertheless, as for the MicroLens dataset, which fea-
tures more diverse and less typical video content for LMMs, our
proposed AlmostRec demonstrates greater improvements com-
pared to the common Netflix dataset. This finding highlights that
the interior design of AlmostRec framework facilitates superior
multimodal alignment and robust, generalized sequential recom-
mendation performance, extending beyond the reliance on the
generic knowledge encoded in LMMs.
Efficiency As described above, AlmostRec introduces a minimal
set of pluggable parameters to the backbone LMM, leaving the
overall forward pass largely unchanged. Consequently, the model’s
size, complexity, and inference time closely align with those of
the backbone model, LLaVa-1.5. This design allows a single shared
backbone LMM to support multiple independent pluggable compo-
nents tailored to specific datasets. As a result, AlmostRec offers a
cost-effective solution for real-world applications.

5.3 The Behavior-Content Guidance

The rich content and user preferences embedded in multimodal in-
formation are crucial for predicting user sequential behavior. How-
ever, it is observed in Table 2 that in the compared baselines, the
Visual + Sequential Recommendation setting does not significantly
outperform their naive ID-based sequential models. Practically, they
even perform worse than the ID-based models. This implies it is
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Table 2: Performance comparison on different real-world datasets. The best results are in bold, second in underline.

Model Netflix MicroLens-100K

HR@10 HR@20 NDCG@10 NDCG@20 HR@10 HR@20 NDCG@10 NDCG@20

Conventional

BPR 0.0291 0.0592 0.0139 0.0205 0.0291 0.0443 0.0131 0.0207
NCF 0.0309 0.0616 0.0141 0.0226 0.0297 0.0451 0.0135 0.0211

Sequential

GRU4Rec 0.0771 0.1568 0.0436 0.0554 0.0780 0.1137 0.0419 0.0508
NextItNet 0.0794 0.1640 0.0467 0.0602 0.0818 0.1192 0.0439 0.0543
SASRec 0.0867 0.1782 0.0559 0.0682 0.0900 0.1264 0.0519 0.0603

Visual + Sequential

YouTubeID+V 0.0368 0.0907 0.0202 0.0290 0.0385 0.0638 0.0192 0.0256
SASRecID+V 0.0769 0.1734 0.0434 0.0585 0.0807 0.1234 0.0410 0.0514

Text + Sequential

TALLRec 0.0845 0.1731 0.0561 0.0672 0.0896 0.1236 0.0506 0.0592
LLaRA 0.0846 0.1762 0.0567 0.0682 0.0911 0.1265 0.0525 0.0595
E4SRec 0.0956 0.1957 0.0644 0.0750 0.1018 0.1357 0.0606 0.0687

Text + Visual + Sequential

VIP5 0.0932 0.1850 0.0568 0.0653 0.0920 0.1261 0.0519 0.0597
AlmostRec 0.1128 0.2175 0.0737 0.0801 0.1249 0.1618 0.0617 0.0760

Improv. 18.05% 11.14% 14.44% 6.87% 22.68% 19.22% 10.74% 10.62%
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AlmostRec
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Figure 3: Ablation study of the pre-trained sequential recommender of AlmostRec

challenging to rationally align and harness the synergy of success-
ful sequential recommendations. The failure may be due to the fact
that these models simply inject pre-extracted video features into the
ID embeddings without essential fusion and alignment. In contrast,
AlmostRec merely uses raw images and item IDs yet achieves
highly accurate and relevant recommendations based on the inter-
pretation of multimodal user behaviors. This demonstrates that our
designed Content-Behavior Guidance module not only incorporates
rich multimodal information but also effectively aligns multiple
modalities, enhancing the model’s understanding of user sequential
behavior with minimal modifications to the LMM parameters.

5.4 The Sequential Embeddings

To further investigate the effect of the pre-trained sequential embed-
dings of AlmostRec, we conduct ablation studies on the sequential
recommenders, and the results are shown in Figure 3. It could be
observed that

(1) with the incorporation of pre-trained sequential embeddings,
AlmostRec consistently outperforms the original sequential
recommenders, which validates the effectiveness of the pro-
posed framework and the capability of LMMs in sequential
recommendations.
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The user has interacted with the following items, recommend next item.
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Figure 4: The showcased qualitative evaluation between AlmostRec, SASRec, and LLaRA.

(2) While GRU4Rec performs worse than SASRec, GRU4Rec +
AlmostRec noticeably outperforms SASRec over multiple
domains and metrics, which implies that the sequential and
collaborative signals in the pre-trained sequential embed-
dings serve as a significant ingredient for LMMs to perform
sequential recommendations.

(3) Under the content-behavior guidance inAlmostRec, sequen-
tial embeddings of finer quality enables superior recommen-
dation performance.

The results demonstrate that the incorporation of pre-trained
sequential embeddings in AlmostRec significantly enhances the
performance of sequential recommenders by leveraging both se-
quential and collaborative signals. This improvement underscores
the effectiveness of the proposed framework and highlights the
critical role of high-quality embeddings in enabling LMMs to excel
in sequential recommendation tasks across diverse domains and
metrics.

5.5 Qualitative Evaluation

In order to validate the practical application of AlmostRec, we
conducted a qualitative evaluation of AlmostRec, SASRec, and
LLaRA. Texts, images, and item IDs are provided as inputs, while
the models’ input and output capabilities vary. The results are
visualized in Figure 4. In the task of predicting a user’s next item of
interest based on his historical viewing sequence, AlmostRec and
SASRec accurately forecasted the results, while LLaRA struggled,
likely due to its insufficient multimodal guidance and ID prediction
capabilities. Furthermore, while SASRec and LLaRA were limited
to producing single outputs, AlmostRec, through its optimized
objectives and design of the transformation layer, is capable of
simultaneously providing outputs for item ID, text, and visual image.
This demonstrates that AlmostRec not only possesses enhanced
multimodal understanding and user interest perception capabilities
but also delivers recommendations in an intuitive, interactive, and
user-centric manner.

6 Limitations

While AlmostRec has shown remarkable ability to model user pref-
erences with the elaborated components, there is a few limitations
remaining underexplored:

(1) The LMM backbone of AlmostRec is specifically chosen
as LLaVA-1.5 [29] because of its simple yet potent property.
The effect of different LMM backbones is to be explored,
and more powerful LMMs could promisingly advance the
performance of AlmostRec.

(2) Although there are some implications, the generalization abil-
ity of AlmostRec may not be sufficiently investigated. Ex-
periments under cold-start and cross-domain settings may be
helpful to verify the effectiveness and robustness of the LMM-
based approach compared with conventional approaches.

7 Conclusion

In this paper, we propose AlmostRec to effectively align LMMs
with sequential recommendations, addressing the challenges of
interpreting user preferences and mitigating hallucinations based
on the synergy of textual, visual, and behavioral sequence modali-
ties. Experiments demonstrate that our proposed AlmostRec can
effectively bring significant improvements to the sequential recom-
mendation. Through AlmostRec, we offer a promising solution for
developing simple yet intuitive, efficient, and user-centric multi-
modal recommendation systems, thus laying the groundwork for
future research in this domain.
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